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Abstract

Abundant online comments on social media plat-
forms have caused the presence of hate speech
which may lead to social conflicts, emotional
harm, and even long-term negative impacts on
individuals and communities. This project aims
to provide a tool to detect hate speech across
five common categories, including Status, Vio-
lence, Genocide, Dehumanization, and Humilia-
tion. We collected 39,565 comments, conducted
exploratory data analysis and constructed tradi-
tional Support Vector Machine (SVM) model and
DistilBERT model. Our findings indicate that the
DistilBERT model outperforms traditional SVM
model combined with TF-IDF method. Addi-
tionally, we utilized LIME to interpret the Distil-
BERT model and gain insights to common words
associated with hate speech. Furthermore, we de-
veloped a user-friendly web-based interface for
visualization of model predictions and real-word
application.

1. Introduction
1.1. Project Overview

This project addresses the critical issue of hate speech
prevalent across online comments on various social media
platforms. Characterized by its derogatory, inflammatory,
or discriminatory nature, hate speech significantly under-
mines the efforts to foster inclusive and respectful online
communities. To combat the pernicious effects of hate
speech, this study proposes the development of an auto-
mated detection and filtering tool utilizing advanced deep
learning techniques.

The core of this solution is the application of neural net-
work architectures, notably DistilBERT, which are adept at
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processing natural language. These models excel in identi-
fying subtle nuances and contextual cues that are indicative
of hate speech, thereby enhancing the detection’s accuracy
and efficiency.

Our methodology categorizes hate speech into five spe-
cific dimensions: HumiliateStatusDehumanizeViolence-
and Genocide. These dimensions are selected based on
their pronounced impact on societal harm and their preva-
lence in online platforms. Each category encapsulates a
range of harmful content that can incite distress, perpetuate
biases, and escalate conflicts (Sachdeva et al., 2022).

For model training, we employed a binary classification ap-
proach where labels are assigned as “0” for the absence and
“1” for the presence of hate speech attributes. This binary
labeling strategy enhances the precision of our model by
distinctly categorizing content, facilitating a more effective
approach to content moderation. This methodology is piv-
otal for systematically reducing the prevalence and impact
of hate speech on social media platforms, fostering safer
and more inclusive digital environments.

1.2. Importance of the Study

The primary objective of this project is to enhance the user
experience on social media platforms by effectively identi-
fying and categorizing instances of hate speech. This au-
tomated tool will not only aid in maintaining a healthier
online discourse but also reduce the operational costs as-
sociated with manual content moderation. Additionally, by
improving the safety and inclusiveness of online spaces,
the tool aims to increase user engagement and satisfaction,
ultimately contributing to the growth and success of social
media platforms.

This initiative aligns with broader business goals by ad-
dressing key challenges in digital communication and com-
munity management. It also positions the platform to better
comply with increasing regulatory demands for responsi-
ble content moderation. The success of this project will be
measured through quantitative metrics such as the accuracy
and efficiency of the hate speech detection model, as well
as its impact on user retention and platform growth.
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2. Data Description
2.1. Data Collection

The data collection process for our project relies on an ex-
tensive and detailed dataset publicly released and described
in academic studies(Kennedy et al., 2020; Sachdeva et al.,
2022). This dataset comprises a rich compilation of 39,565
comments, which were annotated by 7,912 different anno-
tators resulting in 135,556 combined rows of data. This
diverse collection is instrumental in providing a nuanced
understanding of hate speech across various contexts and
demographics.

2.2. Exploratory Data Analysis(EDA)

Exploratory Data Analysis (EDA) is a foundational step
in data science that allows analysts to understand the pat-
terns, relationships, and anomalies within their data. In this
project, we conducted EDA on a dataset of social media
comments annotated for hate speech to gain insights into
the prevalence and characteristics of different types of hate
speech.

2.2.1. FREQUENCY DISTRIBUTION OF SENTIMENTS
ACROSS LABELS

We aggregated the data by “comment id” and “speeches”
and calculated the mode or mean for each type of hate
speech label within these groups. Then, we examined
the frequency distribution of these aggregated sentiments
across the different labels: “status”, “violence”, “geno-
cide”, “dehumanize”, and “humiliate”.This analysis was
visualized through a bar plot, highlighting the prevalence
of each sentiment across the comments. This visualization
helps to understand which types of hate speech are most
common and how they are distributed across the dataset.
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Figure 1. Frequency Distribution of Sentiments Across Five La-
bels

The bar chart provides a quantitative overview of the fre-
quency of different categories of hate speech across a large
dataset of social media comments. The data highlights
the prevalence of various forms of hate speech, with ’sta-
tus’ being the most frequently occurring category. This is
followed by “humiliation”, “violence”, “dehumanization”,
and “genocide”, in descending order of frequency. The
significant presence of "humiliation’ and ’violence’ under-
scores the severe nature of aggression in online platforms.
Although ’genocide’ has the lowest frequency among the
categories analyzed, its presence is concerning and points
to the extreme forms of hate speech that exist within the
dataset.

2.2.2. WORD CLOUD ANALYSIS: THE 200 MOST
FREQUENT WORDS IN SPEECHES

To further explore the qualitative aspects of the comments,
a word cloud was generated from the ’speeches’ column.
This visualization illustrates the most frequently mentioned
words within the comments, providing insight into the
common themes and terms associated with hate speech.
This method is particularly useful in identifying prominent
words that may need further contextual analysis to under-
stand their usage and implications in hate speech.
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Figure 2. World Cloud for dataset

The word cloud visualization complements the bar chart by
providing qualitative insights into the language commonly
used in hate speech. Dominant words such as explicit pro-
fanities and slurs, particularly those targeting race and sex-
ual orientation, illustrate the aggressive and derogatory na-
ture of the content. The prominence of words related to
identity and derogation (“black”, “Muslim”, “gay”’) high-
lights targeted hate speech against specific groups. This vi-
sualization effectively captures the harsh and harmful lan-
guage prevalent in social media discussions, providing a
stark representation of the challenges faced in moderating
online platforms.

2.2.3. DISTRIBUTION OF SPEECH LENGTHS

The histogram displays the distribution of lengths of com-
ments (referred to as “speech lengths™) captured in the
dataset. The x-axis represents the length of comments mea-
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sured in characters, while the y-axis denotes the frequency
of comments corresponding to each length.
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Figure 3. Distribution of Speech Lengths of Dataset

The distribution of speech lengths is predominantly right-
skewed, indicating that most comments are relatively short.
The peak of the distribution occurs in the 50-100 character
range, suggesting that a significant majority of users tend to
post brief comments. The frequency steadily decreases as
the length of the comments increases, with very few com-
ments extending beyond 300 characters.

3. Solution
3.1. Data Pre-processing

To simplify the classification task, the original labels were
transformed into a binary format. Specifically, each la-
bel in the columns status, violence, genocide, dehumanize,
and humiliate underwent a binary transformation. Labels
with a value of 0 were mapped to 0, representing the ab-
sence of the corresponding attribute, while any other value
was mapped to 1, indicating the presence of the attribute.
This binary encoding streamlined the classification prob-
lem by converting multi-class labels into a binary classi-
fication format, thereby enhancing model interpretability
and performance.

Following label transformation, the dataset was aggre-
gated to consolidate redundant information and improve
computational efficiency. Utilizing the groupby operation,
the dataset was grouped by unique combinations of com-
ment_id and speeches, ensuring that each comment was
uniquely represented in the aggregated dataset. Within
each group, the values of the label columns were aggre-
gated using a custom function that prioritized the mode
value, falling back to the mean value if no mode was avail-
able. This aggregation process yielded a refined dataset,
named df_grouped, containing unique combinations of
comments and their corresponding aggregated label values.

By condensing the data while preserving essential informa-
tion, this aggregated dataset provided a standardized and
streamlined foundation for subsequent analysis and model
training.

3.2. Machine Learning Models

To address the issue mentioned above, we will compare
and evaluate the effectiveness of traditional machine learn-
ing models versus modern deep learning models in predict-
ing whether it has hate sentiments based on known reviews
and labels, which are the supervised experiments. Initially,
we established a baseline using a Support Vector Machine
(SVM) model combined with the TF-IDF text vectoriza-
tion method. Subsequently, we implemented the Distil-
BERT model, a state-of-the-art transformer-based language
model, to determine whether it could enhance performance.

3.2.1. TF-IDF WITH SUPPORT VECTOR MACHINE
(SVM)

TF-IDF is a crucial text representation technique in sta-
tistical NLP, capturing the significance of words by bal-
ancing their frequency in individual documents against
their commonness across a corpus. It starts with con-
structing a Document-Term Matrix, which encapsulates co-
occurrence information, and employs the Bag-of-Words
model with n-gram features. TF-IDF then refines the im-
portance of each word, with rare terms weighted higher,
effectively setting the stage for further analysis.

Support Vector Machine (SVM), a traditional machine
learning algorithm, excels in classification tasks, often uti-
lizing the structured vectors produced by TF-IDF. The
Document-Term Matrix under TF-IDF transformation pro-
vides SVM with rich, differentiated input features, en-
abling it to identify the optimal separating hyperplane in
feature space. Together, the strategic application of TF-IDF
with SVM creates a robust framework for predicting ratings
from user-generated reviews, as illustrated by the method-
ical conversion from raw text to insightful features, ready
for SVM’s discriminative classification, which approaches
harnesses the strength of statistical methods in NLP(Luthfi
& Lhaksamana, 2020).

3.2.2. DISTILBERT

DistilBERT, a light version of the BERT model, reduces the
original 12 transformer layers by half. This modification
results in a roughly 40% reduction in size and a 60% in-
crease in speed, while maintaining 97% of BERT’s perfor-
mance across various NLP tasks(Sanh et al., 2020). Con-
sequently, it is particularly well-suited for scenarios where
computational resources and time are limited.

When comparing TF-IDF with SVM to DistilBERT, TF-
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IDF with SVM stands out for its simplicity in computation
and comprehension. It generates numerical representations
of text data for input into a well-established classification
model. However, it falls short in capturing word seman-
tics and context, struggles with out-of-vocabulary (OOV)
words, and grapples with the curse of dimensionality due
to the sparse vectors it creates.

In contrast, DistilBERT excels in capturing contextual in-
formation and word semantics, and effectively handles
OOV words. Nevertheless, it demands significantly more
computational resources compared to TF-IDF with SVM.

3.3. Experiment Procedures
3.3.1. TF-IDF wiTH SVM

The dataset underwent a systematic splitting process to
facilitate model training and evaluation. Initially, the
dataset was divided into training and test sets using the
train_test_split function from the sklearn.model_selection
module, adhering to a 40-30-30 split ratio. The resulting
subsets were labeled as df_train df_test, df_validation re-
spectively.

The text data underwent TF-IDF (Term Frequency-Inverse
Document Frequency) vectorization using the Tfidf Vector-
izer with English stop words removal and a maximum of
1000 features. This process transformed the textual inputs
into numerical feature representations, facilitating subse-
quent model training.

After applying TF-IDF transformation to the training set,
validation set, and test set, we started the model training
process. For five different dimensions of comment senti-
ment, because each dimension is independent of the oth-
ers, we conducted independent model training.To optimize
model performance, we tried several different values of the
hyperparameter C, which can illustrate tolerance for sam-
ple misclassification and adjust how well the model fits the
data. We adopted an SVM model with a linear kernel and
performed training and validation set evaluations for each
different value of C. During this process, we recorded the
score of each model on the validation set.

We can find that when C is greater than 1, the validation
score almost never changed, which causes overfitting. So,
it is important to retain the best-performing model as the
optimal model. In particular, we performed model training
and evaluation separately for each classification dimension.
Finally, we applied the optimal model for each dimension
on the test set to calculate its test score.

3.3.2. DISTILBERT

The dataset splitting process follows the same methodology
as described earlier, maintaining a 40-30-30 split ratio for
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Figure 4. Validation Accuracy for Different Values of C in SVM

the training, validation, and test sets, respectively. This ap-
proach ensures consistency and reproducibility across dif-
ferent phases of model development. Each speech sam-
ple is tokenized and encoded using the provided tokenizer
from Huggingface’s open-source library, which allows for
efficient tokenization and encoding of text data.

The maximum sequence length is set to 512 to align with
the input limit of BERT-based models. Our exploratory
data analysis (EDA) revealed minimal instances of sam-
ples exceeding 512 tokens. Therefore, we truncate samples
exceeding this length during subsequent data loader stages,
ensuring compatibility with the model architecture.

In contrast to traditional text processing approaches that in-
volve removing stopwords, our methodology with Distil-
BERT does not require this step. DistilBERT is designed
to process complete sentences, enabling it to capture the
context and semantics of the text effectively.

The attention mask plays a crucial role in directing
the model’s attention to relevant tokens while excluding
padding tokens. By emphasizing the importance of each
token in the input sequence, the attention mask enables
the model to focus on meaningful information during both
training and inference stages.

By adhering to these preprocessing steps, we prepare the
dataset for seamless integration into the DistilBERT model
as DatalLoader, which optimizing its performance for hate
speech classification tasks.

After preparing the Datal.oader, we initiated the training
process for the pre-trained DistiiBERT model from Hug-
gingface’s library. We retained the pre-trained layers re-
sponsible for feature extraction from text data and fine-
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tuned them. Specifically, we augmented the model with
an additional fully connected layer at the end, tasked with
mapping the distilled features to a binary output. The
model’s raw output logits from the fully connected layer
were passed through a sigmoid function, which converted
them into probabilities, allowing us to interpret the model’s
prediction as the likelihood of a comment being a hate
speech (1 indicating presence, O indicating absence). This
configuration enabled the model to better adapt to the spe-
cific binary classification task. Furthermore, we indepen-
dently initialized the model for each of the five different
dimensions of comment sentiment, as each dimension op-
erates independently of the others.

During the training phase, the model undergoes four main
steps: forward propagation, loss function calculation, back-
propagation, and parameter update. In forward propa-
gation, the model processes the input data and passes it
through the pre-trained DistilBERT layers, the additional
fully connected layer, and finally through a sigmoid func-
tion to obtain the predicted probabilities. Subsequently,
the error between these predicted probabilities and the tar-
get labels is calculated using the binary cross-entropy loss
function, which is suitable for binary classification tasks.

The backward propagation process then computes the gra-
dient of the loss function with respect to each parameter in
the model, which is used by the AdamW optimizer to up-
date the parameters. This optimizer, a variant of the Adam
optimization algorithm, includes weight decay to help con-
trol the learning rate and manage the model’s complexity.
The entire data set will be trained five times, which indi-
cates that the training epoch equals to five as well. Af-
ter each training epoch, we evaluate the model on a sepa-
rate validation set. This is done in evaluation mode, where
dropout is not applied, ensuring that the model’s perfor-
mance is assessed based on its full capabilities. No back-
ward propagation or parameter updates occur in this mode,
which provides a more accurate assessment of the model’s
generalization to unseen data.

Upon completion, we plotted the history of training and
validation accuracies. The accuracies were plotted, re-
vealing that while training accuracy consistently improved
with each epoch, the validation accuracy either plateaued
or slightly decreased, suggesting potential overfitting of the
model to the training data.

To address this issue, we selected the model with the high-
est validation accuracy out of the five epochs as the “best
model” for making predictions on the test set.

Test scores were calculated in a similar manner to valida-
tion accuracy. Throughout the experiment, we utilized a
GPU to harness its optimized parallel processing capabili-
ties, which are particularly suitable for the attention mech-
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Figure 5. DistilBERT five dimensions Training history

anism in DistilBERT, thus enhancing the efficiency of our
training process.

3.4. Results and Comparison

After evaluating both the Support Vector Machine (SVM)
and DistilIBERT models on the test dataset, we compared
their performance across the five evaluation dimensions.
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Figure 6. Comparison of Accuracy Scores by Dimensions and
Models

The results showed that DistilBERT consistently outper-
formed the SVM model in terms of accuracy scores across
all categories, as depicted in the bar chart. For the “status”
category, both models performed similarly well, but Distil-
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BERT showed significant improvements over SVM in the

“dehumanize”, “violence”, “genocide”, and “humiliate” di-
mensions.

This improvement suggests that DistiIBERT is more adept
at capturing nuanced language features present in the train-
ing data. Its architecture, based on transformers, allows it
to grasp intricate relationships and patterns in text that tra-
ditional models like SVM may miss.

Leveraging the superior capability of DistilBERT, we plan
to use this model to continue predicting sentiment and an-
alyzing text in future applications. Its ability to understand
contextual nuances provides a significant advantage, mak-
ing it ideal for sentiment analysis tasks where precision and
contextual understanding are crucial.

3.5. Explainable Machine Learning

In this section, we explore the interpretability of our mod-
els through the application of LIME (Local Interpretable
Model-agnostic Explanations). LIME facilitates this pro-
cess by generating local approximations of complex mod-
els through the perturbation of input instances and observ-
ing changes in predictions.

Using the LIMETextExplainer, we generated explanations
for each model’s prediction on the chosen text. Our ob-
jective was to spotlight the key features influencing each
model’s decision-making process. These features serve as
indicators of the model’s comprehension of the text and of-
fer insights into its internal mechanisms.

To visually illustrate how our model classifies text as posi-
tive or negative in different sentiment categories, we ran-
domly select a sample instance from the test dataset for
interpretation. Given the sample instance: “Give the jew
some money and he will forget this. He’s crying cuz he
wants donations. Jew loves money”. This sentence is la-
beled as 1 in status, dehumanization, and humiliation while
violence and genocide are marked as 0. This implies that
the sentence contains hate speech with elements of dehu-
manization and humiliation. Let’s delve deeper into our
models to examine different sentiments. As an example,
I'll illustrate the results for violence and genocide.

For the violence model, the probability for violence is
predicted as 0.18, indicating the absence of violent ele-
ments in this sentence, consistent with the true label. The
key words influencing the prediction are “donations” and
“loves”. These words contribute to the negative prediction
for violence. This interpretation is highly reasonable be-
cause the presence of words like “donations” and “loves”
typically suggests a context associated with generosity or
affection rather than violence. Therefore, it aligns with the
model’s prediction of a low probability of violence in the
sentence.

Predition peonabdiies
regavee I G2
posnve [la18 |

Text with highlighted words

v the jew some mamey and hewill eget . e & crying iz e waees D e IS ey w53

Figure 7. Interface Visualization

Similarly, for the humiliate model, the probability for dehu-
manization is predicted as 0.97, indicating the presence of
elements related to humiliation in this sentence, consistent
with the true label. The key words influencing the predic-
tion are “cuz”, “jew”, and “money.” These three words con-
tribute to the positive prediction for humiliation. The words
“cuz”, “jew”, and “money” can be perceived as contribut-
ing to a narrative of discrimination or derogation, thus in-
fluencing the prediction towards humiliation. Overall, this
aligns with our understanding of how certain language cues

can indicate elements of dehumanization or humiliation.
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Figure 8. Interface Visualization

In summary, LIME helps us gain unveiled valuable insights
to the effect of each word in one sentence and help us in-
terprete our model better.

3.6. Interface Visualization

To better utilize our models in real-world scenarios and
effectively visualize outcomes, we have developed a web-
based interface using Flask and ngrok. Flask, a lightweight
Python web framework, is used to create a web server that
hosts our predictive interface. Given that we use Colab, a
popular cloud-based platform, for training our DistilBERT
model using GPUs, there are certain limitations in expos-
ing a local server directly to the internet. Colab doesn’t
natively support exposing such servers because it runs in a
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secure, isolated environment.

To address this challenge, we use ngrok, a tunneling service
that allows local web servers to be accessible on the inter-
net. By creating a secure tunnel, ngrok provides a public
URL that maps to our local server, enabling remote access
to our Flask interface. This setup allows us to deploy the
interface in Colab and share it publicly via the ngrok URL,
ensuring that the model’s predictions can be accessed from
anywhere with an internet connection.

This approach leverages Colab’s computing resources, in-
cluding GPUs, to train and host models, while ngrok
bridges the gap to enable easy sharing of the results through
a web interface.

The interface features a simple and intuitive layout with
a single input box. Users can enter any text they wish to
analyze.
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Figure 9. Interface Visualization

This text is then evaluated to estimate the probabilities that
it reflects five specific dimensions: status, violence, geno-
cide, dehumanization, and humiliation. Upon entering text
and clicking the “Summon the AI!” button, the input is sent
to the backend, where it is processed by five trained Distil-
BERT models, each tailored to one of the specified dimen-
sions and trained to identify relevant text characteristics.

The text is first tokenized using a DistilBERT tokenizer,
preparing it for input into the models. Each model pro-
cesses the input and outputs a raw prediction score. We
apply a sigmoid function to these scores to convert them
into probabilities, ranging from O to 1, where values closer
to 1 indicate a higher likelihood of the text pertaining to
the respective dimension. These probabilities are then dis-
played beneath the input box in the web interface, allowing
users to easily understand the potential content concerns in
the text they have analyzed and providing immediate and
clear visualization of the results.

4. Conclusion

In conclusion, this project has developed an effec-
tive tool for detecting five common categories of hate
speech—Status, Violence, Genocide, Dehumanization, and
Humiliation—in comments on social media platforms

through the application of advanced data analytics and ma-
chine learning techniques. Not only does this tool identify
these categories of hate speech, but it also provides insights
into their characteristics and contextual nuances.

Throughout this project, we collected online comments,
conducted exploratory data analysis, and summarized com-
mon themes and terms associated with hate speech through
word cloud analysis. This provided valuable insights into
online hate speech, allowing for a more informed and tar-
geted approach to hate speech detection. We utilized both
traditional SVM model combined with the TF-IDF method
and the DistilBERT model to detect the five categories of
hate speech in comments. The results demonstrate the su-
perior performance of the DistiIBERT model in hate speech
detection. Additionally, we incorporated explainable ma-
chine learning techniques such as LIME to enhance the in-
terpretability of the DistilBERT model, enabling a deeper
understanding of the prediction processes. Furthermore,
we developed a user-friendly web-based interface, extend-
ing the utility of the tool and facilitating its seamless inte-
gration into real-world scenarios.

We hope that this tool will provide social media platforms
with an efficient method to detect hate speech in com-
ments, fostering a safe and friendly communication envi-
ronment. By promptly identifying and removing harmful
content, social media platforms can enhance user experi-
ence, improve platform safety, mitigate negative impacts,
and ensure compliance with relevant regulations. Addi-
tionally, by applying machine learning techniques, online
community managers can monitor and manage discourse
within their communities efficiently, significantly saving
manpower and time costs. Furthermore, by utilizing LIME
to analyze comments labeled as containing hate speech
content, community managers can offer users timely feed-
back, informing them of inappropriate terms in their com-
ments and promoting a culture of respectful communica-
tion.

5. Limitations and Future Work

Before our tool is applied in real business scenarios, there
are still areas for improvement.

Firstly, our dataset may not fully represent diverse hate
speech in comments across various social media platforms.
Accessing a broader range of data sources could enhance
the generalizability of our tool. Additionally, extending
hate speech detection to multiple languages and cultural
contexts can broaden the scope of research and address
global challenges. We could explore cross-lingual mod-
els and transfer learning techniques to detect hate speech
across diverse linguistic landscapes.

Secondly, hate speech evolves over time, and static mod-
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els may struggle to adapt to emerging trends and linguistic
shifts. Developing dynamic monitoring systems capable of
continuous learning and adaptation could enhance the ef-
fectiveness of hate speech detection in real-time.

Thirdly, while the DistilBERT model showed superior per-
formance compared to traditional SVM model, there may
still be room for improvement in terms of accuracy and ef-
ficiency. Further fine-tuning model parameters and explor-
ing ensemble techniques could enhance the robustness of
our hate speech detection tool.
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A. Appendix

Our detailed code and dataset can be found in the GitHub
repository at: https://github.com/yexin0720/
5153_GP_Hate_Speech
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