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How to read model-card from Huggingface

Model distilled from DeepSeek-R1 based on Qwen Model size
Quantization 
Precision



Agenda

1. Intro to LLM
2. GPT
3. Scaling Law
4. LLMs’ Training
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1.  Intro to LLM
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What is LLM
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Source: https://arxiv.org/pdf/2402.06196.pdf

https://arxiv.org/pdf/2402.06196.pdf


What is LLM

6Source: 
https://www.youtube.com/watch?v=zjkBMFhNj_g

LLM 
Inference

https://www.youtube.com/watch?v=zjkBMFhNj_g


LLM is compressing the Internet
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Internet data
~45TB of text

1024  A100 GPUs, 34 days
$5Mdata GPT3 ~175B



LLM’s Evolution Process

8
source:https://arxiv.org/pdf/2303.18223.pdf

https://arxiv.org/pdf/2303.18223.pdf


LLM Pretraining
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● LLM
○ Pre-trained by large-scale unannotated corpus 

● Training target: token prediction
○ For GPT/decoder: next token prediction in sequence
○ For BERT/encoder: in-context token prediction

Transformer Is developed by 

Google 



Word prediction is absorbing knowledge
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Transformer is the backbone of LLMs 
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BERT

GPT



How does it work
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What is business 
analytics?

What is business 
analytics? Business

What is business 
analytics? Business 
analytics is the 
practice…..

words

prob(next token | input text)

business

analytics
data

analytics

data

END

Business

analytics

END



How does it work
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● It is a blackbox
○ Billions of parameters with nonlinear mapping

■ We can measure that this works
■ But we do not understand the full details that how those parameters collaborate to 

predict the next token
○ Sometimes, the performance is a bit strange and imperfect

■ Hallucination
■ Reversal Curse 
■ Etc

source : https://arxiv.org/pdf/2309.12288.pdf

https://arxiv.org/pdf/2309.12288.pdf
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BERT
GPT

Source: https://arxiv.org/pdf/2402.06196.pdf

https://arxiv.org/pdf/2402.06196.pdf


2.  GPT
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Recall on What is BERT
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• Bidirectional Encoder Representations from Transformers (BERT)
• BERT: Encoder of Transformer, 

BERT

the river bankalong

Transformer

Solve Seq2Seq Task

Given a sequence of words, generate a 
sequence of vectors and then can be used 
for various NLP tasks



What is GPT

17

• Generative Pre-trained Transformer
○ GPT: Decoder only of Transformer
○ Goal: Learn how to generate high-quality text

Decoder 
Language Model

GPT1 GPT2 GPT3



GPT3 

18

1. Compared to GPT2 and GPT1, more parameters 
and bigger training dataset are used in GPT3. And 
the generalization capability is named as in-context 
learning. 

2. GPT2 has constraints in handling certain specific 
tasks while GPT3 show groundbreaking abilities. So 
it has paved the way for even bigger and more 
complex models



In-context Learning

19Large Language Model

Translate the following 
sentence from English 
to Chinese: …

Machine Translation

Summary the following
document 

Tell the sentiment of the 
article:It can be positive 
or negative.

Write a love song

Text Summarization Sentiment Analysis Text GenerationNLP Tasks

Prompts

In-context learning: using the text input of a pre-trained language model as a form of task specification: the 
model is conditioned on a natural language instruction and/or a few demonstrations of the task and is then 
expected to complete further instances of the task simply by predicting what comes next. 



GPT3: Prompting 
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● Zero-shot Prompting
○ No examples are given in prompt
○ “Please answer, 3+2=?”

● One-shot Prompting
○ One example is given
○ “1+7=8, please answer, 3+2=?”

● Few-shot Prompting
○ A few shot examples of tasks are provided
○ “1+1=2,1+7=8, please answer, 3+2=?”



GPT3: Performances of Prompting 

21Source: https://arxiv.org/pdf/2005.14165.pdf

https://arxiv.org/pdf/2005.14165.pdf


BERT vs GPT

BERT 

● Architecture: 
○ Transformer Encoder block
○ Less training parameters (a few hundred M)

● Model learning:
○ Two objectives: masked language model 

(cbow) and next sentence prediction
○ Bi-directional
○ Less training data

● Applications: 
○ Traditional NLP Tasks: summarization, 

classification, representation learning, 
information retrieval

GPT

● Architecture:
○ Transformer Decoder block
○ More training parameters (a few hundred B) 

● Model learning:
○ Generative, next word prediction
○ Uni-directional (left to right)
○ More training data

● Applications:
○ Natural language generation, Q/A, chatbot
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BERT vs GPT: BERT was winning 
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At beginning, BERT got more adoption from NLP community compared to GPT and 
GPT2 (82k citation vs 23k citation) 



BERT vs GPT: Different Mindsets

BERT 

● Understand the language first before 
generating a response

● An encoder to learn the representation is 
the backbone

● Fine tune for specific tasks

GPT

● Mainly focus on predicting the next token
● The decoder to predict the next token
● One shot or few-shot prompting without 

fine-tuning
● Scaling up parameters

24



BERT vs GPT: GPT method is the SOTA now 
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● With the popularity of ChatGPT, GPT method is winning now
○ We understand others by the response
○ Representations or encodings does not matter, we can rely on outputs for any specific tasks
○ Closer to the idea of General AI (only one model)



3.  Scaling laws
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What is “Large” in LLM
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● The scale of LLM is defined in three aspects:
○ Model size
○ Dataset size
○ Amount of computing power for training

Source: https://arxiv.org/pdf/2001.08361.pdf

https://arxiv.org/pdf/2001.08361.pdf
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Emergence is when quantitative 
changes in a system result in 
qualitative changes in behavior

Emergent abilities of large language models

Source: https://arxiv.org/abs/2206.07682

https://arxiv.org/abs/2206.07682
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Simplified View of Emergent Abilities

GPT2 GPT3 GPT4 GPT2 GPT3 GPT4 GPT2 GPT3 GPT4

Ability 1 Ability 2 Ability 3

Scale Scale Scale 

Therefore, some researchers think even some abilities do not work with the current 
LLMs, we should think once larger models are available, many problems can be 
solved.



The Scale of GPTs and BERT

30
* The estimated model size of GPT4 is around 175B to 280B. 

Model Version Architecture Parameter count Training data

Bert-base 12-level, 12-headed 
Transformer encoder

0.11 billion Toronto BookCorpus and 
English Wikipedia (3,200 
million words)

Bert-Large 24-level, 16-headed 
Transformer encoder

0.34 billion Toronto BookCorpus and 
English Wikipedia (3,200 
million words)

GPT1 12-level, 12 headed 
Transformer decoder, followed 
by linear-softmax

0.12 billion BookCorpus, 4.5 GB of text

GPT2 GPT-1, but with modified 
normalization

1.5 billion WebText: 40 GB of text, 8 
million documents

GPT3 GPT-2 but with modification to 
allow larger scaling

175 billion 570 GB plaintext, 0.4 trillion 
tokens



What is the scale of 175b

31Levi 兵長 1.6m Beast Titan 獣の巨人 17m Two Stacked Eren Founding Titan 始祖の巨人 2*1000m

GPT-1
BERT-Base

GPT-2

GPT-3

BERT-Large

Cart Titan 車力の巨人 4m 



What is the scale 570GB

32

Read Naruto 270K times 

Only lines/text are counted.



Predicted Performances of LLM
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● Since training massive models requires significant investment, we need 
approaches to predict performance before committing resources 

○ Justify AI high Capex for Big Tech & Startups companies

● Scaling laws provide a solution 
○ Train multiple smaller models with different configurations
○ Derive scaling relationships from their performances 
○ Extrapolate to predict large model performances



End of Scaling Law?
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Thoughts on the debate
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● Computing power is growing rapidly while data growth is constrained by web 
scraping limitation and high-quality data is limited. 

● Synthetic data could help but can not solve the problem 
○ The quality might not be high
○ Most of the valuable human-created content would be used up 

● What might be the solution?
○ Use more computing power to generate better synthetic data during testing

■ Train a model 
■ Use scaled-up inference compute to generate rich synthetic data
■ Use that data to further improve the model through training



4.  LLMs’ Training
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Next Token Prediction
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Training Objective: 

Given a sequence of words X = (x1, x2, x3, … xt), predict the next token xt+1



Three steps of training a high-quality LLM

38

Model Model Model Model

Untrained Base Instruction-Tuned Preference-Tuned

Pre-training SFT RL



Pre-training
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● The model is trained to predict the next word using a massive amount of web 
data. 

● It result in a base model.
● Good:

○ “Cheap” without human annotations
○ Can absorb knowledge 

● However, it is not good at following instructions or do not know our human’s 
preference

○ The model needs alignment. 
■ So it comes to instruction and preference tuning. 



Why do we need Alignment
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source: https://arxiv.org/pdf/2203.02155.pdf

With alignment 

Without alignment 

https://arxiv.org/pdf/2203.02155.pdf


Why do we need Alignment
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source: https://arxiv.org/pdf/2203.02155.pdf

https://arxiv.org/pdf/2203.02155.pdf


Alignments make ChatGPT usable
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● This is how ChatGPT is different from GPT3. 
● Step 1: Instruction Tuning
● Step 2&3: Preference Tuning

source: https://openai.com/blog/chatgpt

ChatGPT should be quite close to InstructGPT in terms of implementation

https://openai.com/blog/chatgpt


Alignment: SFT
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● Supervised Fine-tuning: training data would be a pair of (prompt, responses) 
○ For example, 

■ Prompt: what is 1+1？
■ Response: 1+1 is equal to 2.

● With the above data, the model is forced to learn from demonstrated response 
to the prompts

● How to prepare those SFT data?
○ Let us check instructGPT



Start with Prompts
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● Prompts: query sent to GPT models
● Prompts are generated in the following ways:

○ Plain: ask the labelers to come up with an arbitrary task
○ Few-shot: ask the labelers to come up with an instruction

■ Like any coding/programming related questions
○ User-based: collected use-cases from OpenAI API users. And labelers are asked to come up 

with related prompts 

Prompts



Response

45

● Prepare SFT dataset 
○ It only has 13K training prompts with labeler demonstration
○ The ground-truth responses are provided directly

● Fine-tune the GPT model using the SFT dataset
○ Training target is the same as the pre-training: next word prediction (only on responses)



Alignment is built upon human efforts
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source: https://time.com/6247678/openai-chatgpt-kenya-workers/

https://time.com/6247678/openai-chatgpt-kenya-workers/


SFT can not be scaled easily

47

● Let us look at a 7th grade problem as the promot: What is x if 

○ What is the correct answer? 

● It would be very expensive to prepare the correct responses to prompts, 
especially those complex,creative prompts/instructions like math, reasoning 
problems.



How about this?

48

A. 0
B. 4
C. 2
D. 3

What is x if
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MCQ is easier
It is often much easier to compare Answers instead of writing Answers.



Preference Tuning 
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● RLHF: Reinforcement Learning from Human Feedback
○ The approach used for ChatGPT 
○ It will start from the instruction-tuned model or base model (SFT can be skipped as DeepSeek 

R1-ZERO)
○ It has two steps:

■ Gather data and train a reward model
■ Fine-tune the LM with reinforcement learning

Source: 
https://proceedings.neurips.cc/paper_files/paper/2017/file/d5e2c0adad5
03c91f91df240d0cd4e49-Paper.pdf

https://proceedings.neurips.cc/paper_files/paper/2017/file/d5e2c0adad503c91f91df240d0cd4e49-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2017/file/d5e2c0adad503c91f91df240d0cd4e49-Paper.pdf
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Framework for RL 

Environment

State

Reward

Action

Agent
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Framework for RL 

● Agent & Environment
○ An agent interacts with an environment
○ The agent has a state in the environment 

● Actions & State Changes
○ The agent produces actions that modify its state
○ Actions influence future states

● Rewards & Optimization
○ The agent receives positive or negative rewards 
○ The goal is to maximize rewards over time
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Framework for RL 



● Generate training datasets of prompt&response pairs 
○ Sample few prompts from a pre-defined dataset
○ Pass the prompt to the initial language model 
○ Collect different responses from the LM (by setting temperature or using different checkpoints)

● Humans annotators are used to rank 
the generated responses from the LM

○ Higher rank for that pair, higher reward of the
response to the prompt 

RLHF: Reward Model

54



● Reward model is trained from the above
pairs. 

○ (Prompt, Response) -> Reward Signal
○ Try to learn the preference from humans

RLHF: Reward Model

55

https://huggingface.co/blog/rlhf



Reward model (InstructGPT)

56

● Prepare RM dataset (33k prompts)
○ Given prompts and multiple model outputs, labelers are asked to give ranking

● Train a Reward model
○ Take a prompt and a response, and output a scalar reward
○ Loss function for the reward model:



RLHF: Fine-tuning with RL

57

● Fine-tuning here is formulated as a RL problem
● Parameters of LM are updated to maximize 

the reward metrics as a combination of 
the reward output and a constraint on policy
shift. 

○ Optimize the parameters to make sure that LLM
can generate the response which can have a higher 
reward signal and also at the same time, it is not too
far from the original response.

○ More details could be found here

https://huggingface.co/blog/rlhf


RL-tuning (InstructGPT)
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● Prepare PPO dataset (31k prompts)
○ PPO: proximal policy optimization (PPO) - a policy-gradient RL algorithm

● Fine-tune SFT model using PPO algorithm to get the preference-tuned model



How good is RLHF
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1.3B RLHF outperform 175B GPT3 on human preferences

Source 
:https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.p
df

https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf


Wrap it up
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● How to train your LLM from scratch
○ Stage 1: Pretraining

■ Download large scale text data (~10TB)
■ Get a cluster of 6k GPUs 
■ Compress the text into the 100 billion parameters and its associated neural network 

(~$2M and ~12days)
■ Obtain the foundation/base model

○ Stage 2: Alignment
■ Write labeling instructions
■ Hire ppls, collect 100K high quality prompt responses, and comparisons 
■ Finetune the base model on this data
■ Obtain assistant/chatbot model 
■ Run a lot of evaluations
■ Deploy, Monitor, Collect misbehaviors
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Source: 
https://x.com/karpathy/status/1885026028428681
698?ref_src=twsrc%5Egoogle%7Ctwcamp%5Ese
rp%7Ctwgr%5Etweet

https://x.com/karpathy/status/1885026028428681698?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Etweet
https://x.com/karpathy/status/1885026028428681698?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Etweet
https://x.com/karpathy/status/1885026028428681698?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Etweet
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Toy Example: Train a customer service bot  

● Pre-training:
○ The model predicts the next token based on massive unstructured text data 
○ For example: in human-written texts, different authors might write:

■ I’d like to speak to a manager. I’d like to speak to the support team. I’d like to speak to 
your representative. 

● Input: I would like to speak to 
● Target Output:  [“a”, “the”, “your”] 
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Toy Example: Train a customer service bot  

● SFT:
○ The model is trained on task-specific labeled data, still using next-token prediction but now ia 

structured way (e.g., customer service replies, legal answers) 
○ For example: we asked the experienced customer service team to provide responses

■ Input: “Customer: I’d like to speak to someone about my complaint.  
   Agent:”

■ Target output: “Sure! Let me transfer you to a manager” 
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Toy Example: Train a customer service bot  

● RLHF:
○ The model generates multiple responses, and humans rank them 
○ For example: 

■ Input: “Customer: I’d like to speak to someone about my complaint.  
   Agent:”

■ Target output (ranked by human reviewers):
● “Sure! Let me transfer you to a manager”  (Rank 1)
● “We don’t handle complaints” (Rank 3)
● “Please explain your issue first” (Rank 2) 

■ Training adjustment: 
● The model learns to favor response #1 and avoid response #2  
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A Joke about Fine-tuning   



Rule-based Reinforcement Learning
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● It is used by DeepSeek-R1 
● The reward is automatically calculated by rule-based systems

ModelPrompt
Response 1

Response 2
Response 3

Rule Engine
Reward 1
Reward 2
Reward 3



Rules to determine reward
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● Accuracy:
○ Math: validate answer
○ Coding: auto-validation

● Format: validate output format

Source: https://arxiv.org/pdf/2501.12948

Source: https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1

https://arxiv.org/pdf/2501.12948
https://newsletter.languagemodels.co/p/the-illustrated-deepseek-r1
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Next Class: LLM-RAG



Appendix: How to train BERT
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How to train BERT

70
source: https://arxiv.org/pdf/1810.04805.pdf

Pre-training then connect 
with a downstream 
fully-connected layers for 
fine-tuning

https://arxiv.org/pdf/1810.04805.pdf


How to Pre-Train
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The answer is self-supervised learning.

Model

y

x

Self-Supervised

Model

x’’

x’

x

Supervised

Generated by Rules

Automatically generate some kind of 
supervisory tasks



Pre-training Task I: MLM
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• Masked Language Model
○ Use the encoded embeddings of 

the masked word’s to predict the 
masked word. 

BERT

the cat sat[CLS] on the mat [SEP]

the cat [mask][CLS] on the mat [SEP]

Randomly mask 15% of token

Fully-Connected Layer+Softmax

Encoded Embeddings

sat

build

dog

kitty

cute

Vocab Size



Pre-training Task II: NSP
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• Next sentence prediction
○ Given two sentences A and B, is B likely to be the sentence 

followed by A?
○ Make bert good at handling relationships between multiple 

sentences

BERT

[CLS]  The  cat  sat  on  the  mat  [SEP]  Trump  paid  $750  in  federal  income  tax  [SEP]

Fully-Connected Layer+Sigmoid no

yes



Bert + Fine-tuning
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Learn better embedding from input 
text



How to use BERT - Sequence classification
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BERT => Fixed 

[CLS]  w1  w2  w3            [SEP]   

Linear 

Classifier

Labels

BERT =>  Fine-tune

[CLS]  w1  w2  w3            [SEP]   

Linear 

Classifier

Labels

• Input: Single Sentence Output: Class   
○ Sentiment Analysis
○ Document Classification
○ In the framework, linear classifier should be trained from scratch



How to use BERT - Sequential Tagging

76

• Input: Single Sentence Output: Class
○ NER, POS Tagging

BERT 

[CLS]           w1              w2             w3     [SEP]           

Linear 

Classifier

Class

Linear 

Classifier

Class

Linear 

Classifier

Class

BERT => Fixed 

[CLS]           w1              w2             w3     [SEP]           

Sequence Tagging Model (RNN,HMM)

Class Class Class



GPT1 
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GPT1 laid the groundwork with a decoder-only 
architecture to show the potential of LLM.



GPT1 Training
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Source: 
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_pap
er.pdf

1. Unsupervised Pre-training: next token prediction
2. Fine Tuning: A fully connected layer would be used for label 
prediction. And it is task-specific

https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf
https://s3-us-west-2.amazonaws.com/openai-assets/research-covers/language-unsupervised/language_understanding_paper.pdf


GPT2 
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1. GPT2 is trying to build a general language 
model that could do multi-task learning 
while training

2. Compared to GPT1, there is no change in 
architecture. GPT2 has more parameters 
and a much bigger training dataset

3. No fine-tuning 



GPT2 
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LLM
pre-training

深度学习=deep learning
商业分析=business analytics
机器学习=

machine learning

Inference

A context of example pairs of chinese 
text=english is provided to help the LLM 
infer this is the machine translation task. 



Downstream NLP tasks can all be formulated as LM
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• Language model is doing next token prediction
○ E.g., based on the previous tokens: I love this -> movie

• Downstream NLP tasks: 
○ Sentiment analysis: given a sentence, generate sentiment label

■ I love this movie -> positive
○ Machine translation: given a source sentence, generate a target 

sentence
■ 深度学习 -> deep learning

• How LM differentiate those NLP tasks?
○ Provide in-context information (prompt)

I love this movie. Label it sentiment 
LM

深度学习 Translate it into english:


