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Logistics 

1. Group Proposal would be due @ March 2nd, 
23:59 pm

2. HW2 would be due @ March 9th, 23:59 pm 
a. With 20 points
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Agenda

1. What are Agents
a. Memory
b. Tools
c. Planning
d. Build the Agent

2. Challenges and Security
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Memory Requirement for Local LLM

https://rz0718.github.io/articles/2024/06/10/llm-mem
ory.html

https://rz0718.github.io/articles/2024/06/10/llm-memory.html
https://rz0718.github.io/articles/2024/06/10/llm-memory.html


1.  Agents
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What is Agent
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● Task: Write a blog about agent 
● LLM: seeking a perfect output in single attempt

○ Pass a user prompt with contextual information
○ Receive text outputs from LLM

● Agent: able to solve complex problems in an autonomous way
○ LLM would break the task into multiple steps
○ Use search tool to query the latest info about agent
○ Use retrieval tool to check the content in your own notes 
○ Based on the above info, generate the draft of the blog
○ LLM would review and revise the draft
○ Done 
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What is Agent 

● Agent is a set of functionalities or abstractions layered on top of an LLM 
○ LLM is the brain
○ Extended capabilities are added to enable LLM to interact with the external world: collect 

information, planning, reasoning, and taking action 

● Three major components:
○ Memory 
○ Tools 
○ Planning 



1.1  Memory

8



9

LLMs are stateless

● LLMs do not have inherent memory
○ They treat each input independently and do not remember previous interactions
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Why the name can be remembered here?
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Memory

● Agent needs to “remember” previous thoughts or interactions to plan, act on 
the external world or the chat history 

● Two kinds of memory: 
○ Short-term memory

■ Context windows  (in prompt)
○ Long-term memory

■ Agent need to retain information for a infinite amount of time 
■ Access information the LLM has not stored in its weights
■ Retriever could be used here as the long-term memory solutions
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Memory would be “lost”

After a long conversion



1.2  Tools
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Tools 
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● In nature, LLM is only able to do next token prediction
● By enabling external tools, agents can have more capabilities.
● Tools can be classified into two types: 

○ Reading
■ SQL executor, API call & web crawl-> have more accurate and up-to-date info
■ Calculator, unit converters, code interpreters, unit converters -> reduce hallucination

○ Writing 
■ Modify data sources, email API sending responses, modify code etc -> enable automation 

in workflow



Tool Calling
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● Tools: functions made available to LLMs
● How to make it available to LLM: Tool Schema

○ An appropriate name 
○ Relevant Parameters 
○ Description of the tool’s purpose

● Tool Calling
○ LLMs do not execute the function, it only generates a structured schema for the tool specifying

■ Tool name with the necessary parameters -> basic info to execute the tools



Tool Calling
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User message to the model 
“What is weather in Singapore 

today.” 
LLM

System Prompt + 
Weather API Tool 

Schema

Tool 
needed

Generate a JSON 
schema for the tool

Execute the function 
with generated args

Text Responses

No

Yes

Generated response with tool result

Send tool result back to LLM



System Prompt
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You are a helpful assistant. You should think step by step.
Use tools only when they are necessary for the task. If a 
query can be answered directly, respond with a simple 
message instead of using tools. You have the following tools 
available to you. 
Tools: [...]
Examples: [(query;tool_calls), ….]

Identity 

Instructions 



Tool Callings: How to use LangChain
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Pass tool info to LLM 



Tool Callings: Not calling
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content='Hello! How can I assist you today?' additional_kwargs={'refusal': 
None} response_metadata={'token_usage': {'completion_tokens': 11, 
'prompt_tokens': 96, 'total_tokens': 107, 'completion_tokens_details': 
{'accepted_prediction_tokens': 0, 'audio_tokens': 0, 'reasoning_tokens': 0, 
'rejected_prediction_tokens': 0}, 'prompt_tokens_details': {'audio_tokens': 0, 
'cached_tokens': 0}}, 'model_name': 'gpt-4o-2024-08-06', 'system_fingerprint': 
'fp_936db42f35', 'finish_reason': 'stop', 'logprobs': None} 
id='run-29d51135-400e-4d06-83b9-242910334aec-0' 
usage_metadata={'input_tokens': 96, 'output_tokens': 11, 'total_tokens': 107, 
'input_token_details': {'audio': 0, 'cache_read': 0}, 'output_token_details': 
{'audio': 0, 'reasoning': 0}}

result = llm_with_tools.invoke("Hello world!")

print(result)



Tool Callings 
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content='' additional_kwargs={'tool_calls': [{'id': 
'call_kQms5PJhW8sRKFKfMHZUxggs', 'function': 
{'arguments': '{"a":3,"b":2}', 'name': 'multiply'}, 
'type': 'function'}], 'refusal': None} 
response_metadata={'token_usage': {'completion_tokens': 
18, 'prompt_tokens': 102, 'total_tokens': 120, 
'completion_tokens_details': 
{'accepted_prediction_tokens': 0, 'audio_tokens': 0, 
'reasoning_tokens': 0, 'rejected_prediction_tokens': 0}, 
'prompt_tokens_details': {'audio_tokens': 0, 
'cached_tokens': 0}}, 'model_name': 'gpt-4o-2024-08-06', 
'system_fingerprint': 'fp_50cad350e4', 'finish_reason': 
'tool_calls', 'logprobs': None} 
id='run-96851b0b-aa2e-4223-b854-b94bd08659ed-0' 
tool_calls=[{'name': 'multiply', 'args': {'a': 3, 'b': 
2}, 'id': 'call_kQms5PJhW8sRKFKfMHZUxggs', 'type': 
'tool_call'}] usage_metadata={'input_tokens': 102, 
'output_tokens': 18, 'total_tokens': 120, 
'input_token_details': {'audio': 0, 'cache_read': 0}, 
'output_token_details': {'audio': 0, 'reasoning': 0}}

result = llm_with_tools.invoke("What is 3 times by 2?")

print(result)

Generate a JSON schema for the tool

Execute the function with the generated arguments 



Tool Callings
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content='' additional_kwargs={'tool_calls': [{'id': 
'call_NAaN5TwHlVoXR3fvT7gj5dbO', 'function': {'arguments': '{"a":"Kent 
Ridge"}', 'name': 'gettempature'}, 'type': 'function'}], 'refusal': None} 
response_metadata={'token_usage': {'completion_tokens': 17, 'prompt_tokens': 
102, 'total_tokens': 119, 'completion_tokens_details': 
{'accepted_prediction_tokens': 0, 'audio_tokens': 0, 'reasoning_tokens': 0, 
'rejected_prediction_tokens': 0}, 'prompt_tokens_details': {'audio_tokens': 0, 
'cached_tokens': 0}}, 'model_name': 'gpt-4o-2024-08-06', 'system_fingerprint': 
'fp_50cad350e4', 'finish_reason': 'tool_calls', 'logprobs': None} 
id='run-58a8f3a6-434c-4f20-a23f-9257d5e06b0a-0' tool_calls=[{'name': 
'gettempature', 'args': {'a': 'Kent Ridge'}, 'id': 
'call_NAaN5TwHlVoXR3fvT7gj5dbO', 'type': 'tool_call'}] 
usage_metadata={'input_tokens': 102, 'output_tokens': 17, 'total_tokens': 119, 
'input_token_details': {'audio': 0, 'cache_read': 0}, 'output_token_details': 
{'audio': 0, 'reasoning': 0}}

result = llm_with_tools.invoke("What is the temperature at Kent 

Ridge?")

print(result)



Tool Callings
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content='You are a helpful assistant' additional_kwargs={} response_metadata={}
---------
content='What is the temperature at Kent Ridge?' additional_kwargs={} response_metadata={}
---------
content='' additional_kwargs={'tool_calls': [{'id': 'call_tZv1xZjx99pmDTM1glDB65Ua', 'function': {'arguments': '{"a":"Kent 
Ridge"}', 'name': 'gettempature'}, 'type': 'function'}], 'refusal': None} response_metadata={'token_usage': {'completion_tokens': 
17, 'prompt_tokens': 107, 'total_tokens': 124, 'completion_tokens_details': {'accepted_prediction_tokens': 0, 'audio_tokens': 0, 
'reasoning_tokens': 0, 'rejected_prediction_tokens': 0}, 'prompt_tokens_details': {'audio_tokens': 0, 'cached_tokens': 0}}, 
'model_name': 'gpt-4o-2024-08-06', 'system_fingerprint': 'fp_0f8c83e59b', 'finish_reason': 'tool_calls', 'logprobs': None} 
id='run-6c73d80d-a7cc-4c74-89ff-97ee8e30ad22-0' tool_calls=[{'name': 'gettempature', 'args': {'a': 'Kent Ridge'}, 'id': 
'call_tZv1xZjx99pmDTM1glDB65Ua', 'type': 'tool_call'}] usage_metadata={'input_tokens': 107, 'output_tokens': 17, 'total_tokens': 
124, 'input_token_details': {'audio': 0, 'cache_read': 0}, 'output_token_details': {'audio': 0, 'reasoning': 0}}
---------
content='23.5' name='gettempature' tool_call_id='call_tZv1xZjx99pmDTM1glDB65Ua'
---------

AIMessage(content='The temperature at 
Kent Ridge is 23.5°C.',....)



Final Implementation 
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1. OpenAI function calling is fine-tuned for tool usage, so 
here, we do not need to provide instructions on how to 
reason, or how to output format.

2. Input: a string that take query from users 
3. Agent_scratchpad: a sequence of messages that 

contains the previous agent tool invocations and the 
corresponding tool outputs.



Final Implementation 
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1.3  Planning
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Planning

● A complicated task usually involves multiple steps that need to be executed in 
a specific order 

● Planning here is to 
○ Break down tasks into manageable steps
○ Create a sequence of actions

● The most simple way to do this is using prompt engineering to guide the agent
○ Chain of thought
○ ReAct
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Chain of Thoughts

● For tasks requiring complex reasoning and sequential thinking, zero-shot or 
few-shot by providing examples are not sufficient

● To address this, COT (Chain of Thoughts) are provided
○ Modify the original few-shot prompting by add

Examples of problems and their solutions and 
a detailed description of intermediate reasoning steps 
while describing the solution.

source: https://arxiv.org/abs/2205.11916
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CoT: Prompt Examples
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ReAct

● Taking advantage of CoT-> make a single choice per step 
●  ReAct combines reasoning and acting capabilities within LLM

○ It will generate task solving trajectories (Thought, Act)
○ Act is the tool calling which can help retrieve information 
○ The retrieved information can support reasoning
○ Than, the reasoning helps to target what to retrieve next

● It also comes from prompting:
○ Create your own ReAct-format trajectories from your training set
○ Add it into the prompts as few-shot exemplars 



30

ReAct: Prompt Examples



ReAct Agent
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LLM Agent Thought Action Environment

User Query
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Tips for building agents

● Write a better system prompt with more examples
● Give better descriptions of the tools and their parameters so that the model 

understands them better
● Rewrite the functions themselves to make them simpler, such as refactoring a 

complex function into two simpler functions
● Use a stronger model. In general, stronger models are better at planning.
● Finetune a model for plan generation.

Source: https://huyenchip.com/2025/01/07/agents.html



1.4  Build the Agent
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Build ReAcT with LangChain
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Prompt Template
input_variables=['agent_scratchpad', 'input', 'tool_names', 'tools'] 
input_types={} partial_variables={} 
metadata={'lc_hub_owner': 'hwchase17', 'lc_hub_repo': 'react', 'lc_hub_commit_hash': 
'd15fe3c426f1c4b3f37c9198853e4a86e20c425ca7f4752ec0c9b0e97ca7ea4d'} 
template='Answer the following questions as best you can. You have access to the 
following tools:\n\n{tools}\n\nUse the following format:\n\nQuestion: the input 
question you must answer\nThought: you should always think about what to 
do\nAction: the action to take, should be one of [{tool_names}]\nAction Input: the 
input to the action\nObservation: the result of the action\n... (this 
Thought/Action/Action Input/Observation can repeat N times)\nThought: I now 
know the final answer\nFinal Answer: the final answer to the original input 
question\n\nBegin!\n\nQuestion: {input}\nThought:{agent_scratchpad}'

prompt = hub.pull("hwchase17/react")



ReAct Agent
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ReAct Agent
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> Entering new AgentExecutor chain...
To find the headquarters of the company where the lecturer of BT5153 works, I first need to identify the lecturer of BT5153 at NUS, MBSA. Then, I can find out the company they are 
associated with and determine its headquarters.

Action: tavily_search_results_json
Action Input: "BT5153 NUS MBSA lecturer"
[{'url': 'https://www.coursehero.com/sitemap/schools/2652-National-University-of-Singapore/courses/18558930-BT5153/', 'content': 'Lecturer: ZHAO Rui Logistics Check course website freq. 
... A0049228B_#1.pdf. BT5153: Applied Machine Learning for Business Analytics (Spring 2021) Text Classification Kaggle Project Report HUANG Sixuan (A0049228B) Introduction 2. Base 
Case Description This project is a text classification problem for the comments posted on two Q&A.'}]I found that the lecturer for BT5153 at NUS, MBSA is Zhao Rui. Now, I need to identify 
the company where Zhao Rui works and determine its headquarters.

Action: tavily_search_results_json
Action Input: "Zhao Rui company affiliation"
[{'url': 'https://ieeexplore.ieee.org/author/37085537953', 'content': "Affiliations: [Company of Pluang, Singapore]. Author Bio: Authors' photographs and biographies not available at the time 
of publication. Rui Zhao. Affiliation. Company of Pluang, Singapore. Publication Topics Convolutional Neural Network,Deep Learning,Fault Diagnosis,Time Step,Attention 
Mechanism,Complex Models,Convolutional Layers"}]Thought: The search results indicate that Zhao Rui is affiliated with the company Pluang in Singapore. Now, I need to determine the 
headquarters of Pluang.

Action: tavily_search_results_json
Action Input: "Pluang headquarters location"
[{'url': 'https://www.cbinsights.com/company/pluang', 'content': "Pluang is an all-in-one investment platform that operates in the financial services sector, offering a range of asset classes for 
investment. Use the CB Insights Platform to explore Pluang's full profile. ... Headquarters Location. Jalan M.H. Thamrin No. 15 The Plaza Office Tower. Jakarta, 10350, Indonesia 
+62-0218063 0065. Suggest an edit"}]The headquarters of Pluang is located at Jalan M.H. Thamrin No. 15, The Plaza Office Tower, Jakarta, Indonesia. 

Final Answer: The headquarters of the company where the lecturer of BT5153 works, Pluang, is in Jakarta, Indonesia.

> Finished chain.

https://www.coursehero.com/sitemap/schools/2652-National-University-of-Singapore/courses/18558930-BT5153/
https://ieeexplore.ieee.org/author/37085537953
https://www.cbinsights.com/company/pluang


Agent Failure
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● The more complex a task an agent performs, the more possible failure points 
there are

● Agents can make mistakes from the following aspects:
○ Planning
○ Tool execution
○ Efficiency 



Core Principles building agents
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● Maintain simplicity in your agent’s design
● Prioritize transparency by explicitly showing the agent’s planning steps
● Carefully craft your agent-computer interface (ACI) through tool documentation 

and testing.

source: 
https://www.anthropic.com/research/building-effective-agents

https://www.anthropic.com/research/building-effective-agents


2.  Challenges and Security
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Challenges of LLM deployment

Source: https://www.youtube.com/watch?v=fqVLjtvWgq8

● Cost & Latency
● Non-Deterministic output from LLMs
● Customization of LLM 

○ Finetuning vs Prompting 
○ RAG

● Prompt Management
○ Evaluation
○ Version
○ Optimization

https://www.youtube.com/watch?v=fqVLjtvWgq8


42

Cost - managed services 

● OpenAI/Azure charges for input and output tokens
● The length of prompt is usually a few hundreds tokens

○ But if we are using RAG framework (adding context information as knowledge), it can go up to 
10k tokens easily)

● Experimentation is not expensive since we will quickly try ideas 
○ One estimation can be 20 examples with 25 prompts, the cost is just over 200 USD 

■ Based on GPT4 Turbo quotes (Nov-2022), input tokens are now $0.01/1K and output 
tokens are $0.03/1K

● The heavy cost is in inference
○ Each prediction is with 10k tokens in input and 1k tokens in output, the cost would be 0.13 USD 

with GPT4
○ Doordash ML made 10 billion prediction a day, the cost would be 1.3 billion USD
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Cost - local deployment

● It is related to the model size
● For a macbook, 7B param model can 

be deployed
○ Bfloat16: 14GB 
○ Int8: 7GB 
○ Given a 100k training samples,

■ $1k for finetuning
■ $25k for training from scratch
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Latency

● Input sequence vs output sequence: 
○ The input sequence can be processed in parallel
○ The output tokens can only be generated one by one

● The latency would be due to model, networking, or other factors

A maximum of 512 tokens at a temperature of 0.7 is generated
https://gptforwork.com/tools/openai-api-and-other-llm-apis-response-time-tracker

https://gptforwork.com/tools/openai-api-and-other-llm-apis-response-time-tracker
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Latency

● If we are using APIs
○ APIs are not very reliable
○ There is no commitment on the SLAs to resolve the issues
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Non-deterministic output

● LLMs can respond differently even when given the same instructions
○ Ambiguity of natural languages  -> Ambiguous output formats
○ Randomization behind Neural network calculation -> Unreproducible outputs

● How to solve this non-deterministic problem?
○ Open AI is alway trying to improve the model’s reliability 

■ https://cookbook.openai.com/articles/techniques_to_improve_reliability
○ A different mindset: accept the ambiguity and build the workflows around it

https://cookbook.openai.com/articles/techniques_to_improve_reliability
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Ambiguous output format

● Compared to programming language, prompt/instruction written in natural 
language are more flexible

● LLM can not always follow instructions precisely 
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Unreproducible outputs

● Model operation are stochastic
○ Floating operation in matrix multiplication
○ Sampling from soft-max layer

● Even setting temperature =0, there is no guarantee that outputs are 
unchanged

https://community.openai.com/t/why-is-gpt-4-giving-different-an
swers-with-same-prompt-temperature-0/143513

https://community.openai.com/t/why-is-gpt-4-giving-different-answers-with-same-prompt-temperature-0/143513
https://community.openai.com/t/why-is-gpt-4-giving-different-answers-with-same-prompt-temperature-0/143513
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Prompt management

● Prompt engineering is the art of crafting effective input prompts to elicit the 
desired output from foundation models

○ Write clear and specific instructions
○ Give the model time to “think”
○ Various kinds of techniques:

■ N-shot prompting
■ Chain-of-Thought prompting
■ Generated knowledge prompting

● How to manage the prompt in LLMs application
○ Prompt evaluation 
○ Prompt versioning

https://lilianweng.github.io/posts/2023-03-15-prompt-engineering/
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Prompt evaluation

● In the fewshot learning:
○ Whether the LLM understand the examples given in the prompt

■ Feed the same example and see if the model return the expected scores 
■ If it is not, it means the prompt should be improved by making it more clear or breaking 

the task into smaller tasks
○ Whether the LLM overfits to those few-shot examples

■ Evaluate the model on separate examples (out of sample test)

Few-Shot prompt
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Prompt version

● Keep track of experiments including 
○ Difference versions of prompts

○ Their feedback 
○ Auto-experiment

■ Given a base prompt, iterate it with different parameters to see changes

MLFlow -Prompt Enginnering 
https://mlflow.org/docs/latest/llms/prompt-enginee
ring/index.html

https://mlflow.org/docs/latest/llms/prompt-engineering/index.html
https://mlflow.org/docs/latest/llms/prompt-engineering/index.html
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LLM Security is very new, and evolving rapidly..

● Jailbreak
● Prompt injection
● Data leak 
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Jailbreak

More types of jailbreak could be found:  https://arxiv.org/pdf/2307.02483.pdf

● It refers to the careful engineering of prompts that exploit model biases and 
generate outputs that may not align their safety rule

https://arxiv.org/pdf/2307.02483.pdf
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Prompt injection

● Those prompts are designed to cause the model to ignore aspects of its 
original instructions and follow the adversary’s instructions instead
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Prompt injection

● Those prompts are designed to cause the model to ignore aspects of its 
original instructions and follow the adversary’s instructions instead

● More examples:
○ https://arxiv.org/abs/2302.12173
○ https://embracethered.com/blog/posts/2023/google-bard-data-exfiltration/

https://arxiv.org/abs/2302.12173
https://embracethered.com/blog/posts/2023/google-bard-data-exfiltration/
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Data leak

● Use prompts to recover training data
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Wrap it up

● LLMs’ limitations 
○ Ambiguous inputs and outputs
○ Hallucination
○ Privacy: data protection
○ Infra maintaining 

■ Databases
■ Logs
■ Caching

○ Inference cost
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Next Class: Data Preparation


